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ABSTRACT
Humans are capable of haptically perceiving the shape of an object
by simply wielding it, even without seeing it. On the other hand,
typical hand-held controllers for virtual reality (VR) applications are
pre-designed for general applications, and thus not capable of pro-
viding appropriate haptic shape perception when wielding specific
virtual objects. Contradiction between haptic and visual shape per-
ception causes a lack of immersion and leads to inappropriate object
handling in VR. To solve this problem, we propose a novel method
for designing hand-held VR controllers which illusorily represent
haptic equivalent of visual shape in VR. In ecological psychology,
it has been suggested that the perceived shape can be modeled
using the limited mass properties of wielded objects. Based on this
suggestion, we built a shape perception model using a data-driven
approach; we aggregated data of perceived shapes against various
hand-held VR controllers with different mass properties, and de-
rived the model using regression techniques. We implemented a
design system which enables automatic design of hand-held VR
controllers whose actual shapes are smaller than target shapes
while maintaining their haptic shape perception. We verified that
controllers designed with our system can present aimed shape
perception irrespective of their actual shapes.
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1 INTRODUCTION
As satisfying virtual reality (VR) hardware has become commer-
cially available, VR has become increasingly popular. VR is expected
to be applied to a wide range of fields including medicine, educa-
tion, advertising, and entertainment. Because the visual quality of
VR is now high, developers have shifted their focus to hand-held
VR controllers (e.g., Oculus Touch and Playstation Move). Since
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Figure 1: The actual appearance (right) and perceived shape
(left) of a hand-held VR controller designed with the pro-
posed system. Though the controller’s actual appearance dif-
fers from the object’s appearance in VR, the user perceives
handling the object in VR.

users handle virtual objects through a hand-held VR controller, the
quality of this controller is important for the user.

The appearance of VR controllers is application-dependent, and
gives users the impression of controlling different objects. How-
ever, humans can estimate the shape of an object with haptic cues,
especially when wielding it. Since actual controller shapes are pre-
defined, they cannot provide users with appropriate haptic shape
perception specific to wielded objects in VR. Moreover, a contradic-
tion between haptic and visual shape perception can cause a lack
of immersion and leads to inappropriate object handling in VR.

One direct approach to reproducing appropriate haptic shape
perception is to use an object identical to the virtual object in its
shape and the mass properties as a hand-held VR controller. A
controller with the identical properties should reasonably lead to
the perception that the real and virtual object are the same. However,
it is impractical to produce a controller with the same properties
as a large virtual object, owing to spatial restrictions due to the
limited room space and obstacles (e.g., wall, ceiling, shelf, lamp, etc)
in physical environments.

On the other hand, previous studies have investigated a shape
illusion in which humans perceive a shape that differs from an
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object’s actual shape [Omosako et al. 2012]. Several studies in eco-
logical psychology have suggested that the main factor in haptic
shape perception constitutes the limited mass properties of wielded
objects (e.g., the moment of inertia and the static moment [Burton
et al. 1990; Kingma et al. 2004; Pagano et al. 1993; Turvey et al. 1998]).
This means there is a mapping that relates the specific mass prop-
erties to the perceived shape. By taking advantage of this mapping,
we can design a hand-held controller with haptic shape illusion,
with which a user haptically perceives an appropriate shape for an
object in VR that is, in reality, smaller and/or lighter.

In this paper, we propose a novel method for designing hand-
held VR controllers that appropriately represent visual shape in
VR (Figure 1) using a haptic shape illusion. As the first step, we
specifically focused on controllers for symmetric planar objects up
to 1 m length or width, and implemented a proof-of-concept system
in this scope. Our primal target users are VR developers, including
indies as well as enterprises. When they demonstrate their content,
they can design the dedicated controller which makes their demo
or attraction more appealing to the audience. Individual players
can also use our system to design an additional dedicated controller
for their fun.

Figure 2 shows an overview of our approach. Based on the virtual
target shape and physical spatial requirements, a controller design is
automatically generated so that its haptic shape perception matches
the target shape. To do so, we first build a shape perception model
that relates mass properties to haptically perceived shape using a
data-driven approach. We aggregate perceived shape data against
hand-held VR controllers with different mass properties through
perceptual experiments and derive a mapping using regression
techniques. Using this mapping, we implement a design system
that optimizes the perceived shape of the hand-held controller to be
the target shape. The designed model is easily fabricated through a
laser cutter or a 3D printer and can be used as a VR controller. We
performed a user study using several VR controllers designed by
our system to validate that these controllers reproduce the desired
shape perception with reduced sizes.

To summarize, our technical contributions include (1) a novel
design concept that uses a haptic shape illusion, (2) a data-driven
representation of a perceived shape based on the mass properties of
a wielded object, and (3) an interactive optimization-guided hand-
held VR controller design tool.

2 RELATEDWORK
Our method is based on established works from various research
area, including haptic displays in VR, shape perception in ecological
psychology, and computational designs in computer graphics.

2.1 Haptic Displays
Various haptic displays, such as force displays and shape displays,
have been developed in order to present rich haptic perceptions to
users. Force displays aim to feedback force to the user’s hand as it
moves using actuators and other mechanisms [Massie and Salisbury
1994; Minamizawa et al. 2007; Nakagawara et al. 2005]. There are
varieties in the mechanism sizes that have a trade-off between its
structural complexity and the variety of the presented force. Al-
though force displays try to precisely reproduce counter-force, they

?
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Shape Perception Model

Target virtual
object

Designed
controller

Figure 2: Our framework consists of a precomputation stage
and online design sessions. In the precomputation stage,
a shape perception function that maps mass properties of
controllers to their perceived shapes is constructed. This is
achieved by utilizing actual data from a perceptual experi-
ment. This function is used in our design system to design
a custom hand-held VR controller for a specific target appli-
cations.

do not always corresponds to the perception of an object’s shape as
human perception is often nonlinear to stimuli. Some researchers
have leveraged this nonlinearity to easily present haptic perception
easily [Amemiya et al. 2008; Rekimoto 2013]. However, nonlinear
relationships in perception are complicated and unclear. We em-
ploy a data-driven approach to model the nonlinear relationship
between stimulation and perception.

Instead of rendering force, it is also possible to present local
shape outline around a user’s hand to present the perception of
touching objects. Such haptic displays are called shape displays.
For example, Benko et al. [Benko et al. 2016] developed two types
of mobile devices to present a local shape to a user’s finger, one
of which represent the rough shapes by tilting the surface while
the other renders the detailed textures by moving a set of tiny rods.
These types of shape displays still have problems with a limited
spatial resolution and noticeable latency. While these devices try to
present local shape perception when touching a surface, most parts
of the mobile controller are not to be touched since users control it
with its handle. Therefore, we focused on the overall perception of
the whole shape when wielded with its handle while leaving the
handle shape alone as it is.

In contrast to the typical haptic displays using dynamic actuators,
some methods uses passive haptic properties of a physical object.
Azmandian et al. [Azmandian et al. 2016] proposed a method to
retargeting passive haptic properties of a single object for handling
multiple virtual objects. Their method uses a physical object with
identical size with rendered object to present appropriate haptic
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cue. On the other hand, Zenner et al. [Zenner and Krüger 2017]
proposed Shifty, a hand-held device that dynamically changes the
passive mass properties by shifting weight along with its rendered
shape in VR. Their approach can give feeling that the object’s
length/thickness is changing. However, it does not present appro-
priate passive properties corresponding to the rendered shape since
the mapping from the mass properties to perceived shapes is still
unclear. Similar to these approaches, our approach is fully pas-
sive; we do not use any actuators to render haptic feedback. Our
approach can present various shapes without employing a compli-
cated actuators or mechanisms by switching a controller depending
on applications. Although this may sound inconvenient compared
to the multi-use controller, preparing the dedicated controllers are
very easy since the designed model is easily fabricated through a
laser cutter or a 3D printer.

2.2 Haptic Shape Perception
Humans can perceive several spatial and other properties of objects,
without seeing them, simply by wielding them. Gibson called this
ability as “Dynamic Touch” [Gibson 1966] and many researchers in
ecological psychology have worked to clarify its mechanism. Many
experiments have been conducted to understand how humans per-
ceive the length of an object. Studies have supported the idea that
perceived length and width of the object is mainly related to the
moment of inertia (object’s tendency to resist angular acceleration)
about the position of the hand [Turvey 1996]. Burton et al. [Bur-
ton et al. 1990] suggested that humans can roughly estimate the
shape of an object with a handle by blindly wielding it. Pagano et al.
[Pagano et al. 1993] showed that the perceived length is in propor-
tion to the maximum principal moment of inertia and is in inverse
proportion to the minimum principal moment of inertia. Turvey et
al. [Turvey et al. 1998] hypothesized that perceived width is also
related to the principal moment of inertia and conducted perceptual
experiments using solid rectangular parallelepipeds. Contrary to
perceived length, the perceived width was found to be proportional
to the minimum principal moment of inertia and is inversely pro-
portional to the maximum principal moment of inertia. Kingma et
al. [Kingma et al. 2004] showed that the static moment (equivalent
to torque) of the object also contributes to length perception, and
that its weight is not related.

Based on these studies, we make the following assumptions
about haptic shape perception: (1) the perceived shape of a wielded
object is represented by its length and width and (2) there exists a
mapping between the perceived shapes and specificmass properties,
i.e., the principal moment of inertia and the static moment about the
handle position. Using this mapping, we propose a novel method
for designing a VR controller with a desired shape perception. As
far as we know, there have been no previous attempt to explicitly
utilize this haptic shape perception model for engineering purposes,
i.e., to design hand-held VR controllers.

2.3 Computational Design and Data-Driven
Methods

Digital fabrication devices such as 3D printers or laser cutters have
become widely available, increasing the importance of accessible
design tools for functional objects. Recent studies in computer

graphics have presented various computational design tools con-
sidering functionality of objects. For example, researchers have
focused on structural strength [Lu et al. 2014; Stava et al. 2012],
stability [Bächer et al. 2014; Prévost et al. 2013], or elasticity [Schu-
macher et al. 2015]. Many of previous studies leverage physical
simulation to analyze the functionality of objects and to generate
functional designs.

However, it is sometimes difficult to simulate functionality with
fully analytic approaches; for this situation, data-driven approaches
have been taken to capture complex physical phenomena and ma-
terial parameters. For example, Umetani et al. [Umetani et al. 2014]
proposed a data-driven aerodynamic simulation of hand-launched
glider airplanes, and then utilized it in an airplane design tool. They
gathered a sample set of glider flight trajectories and learned the
relationship between the forces on the wings and wing shapes.

Data-driven approaches are also used to predict human’s per-
ception. Lau et al. [Lau et al. 2016] presented a perceptual model
for predicting, given 3D shapes, which areas are more likely to be
touched by human. They gathered a large-scale training data using
crowdsourcing and utilized a deep learning technique to learn such
a perceptual model. Piovarci et al. [Piovarči et al. 2016] proposed a
perceptual model for the compliance of nonlinearly elastic objects.
To construct the model, they conducted a psychophysical experi-
ment in which a participant compared the compliance of various
3D-printed cubes, and then they evaluated various computational
models that predict perceived compliance.

In this work, we construct a mapping from the mass properties of
a hand-held object to its perceived shape to design a VR controller.
For this, we leverage a data-driven approach in which we collected
empirical data of perceived shapes for various hand-held objects
and learn a suitable mathematical representation for the mapping.
To our knowledge, this is the first attempt to model human’s haptic
shape perception and use it as a computational design criterion.

3 FUNDAMENTALS AND OVERVIEW
The VR controllers used in this study are dedicated hand-held ob-
jects that functions as a tool or a hand that a user operates in VR
spaces. Based on previous studies in ecological psychology [Burton
et al. 1990; Kingma et al. 2004; Pagano et al. 1993; Turvey et al.
1998], we construct a shape perception model that can be utilized
to computationally design an appropriate VR controller that repro-
duces a desired haptic shape perception. With this approach, we
can make a controller with proper haptic shape perception that is
smaller and/or lighter than a naïvely designed controller, i.e., the
one shaped exactly like the target virtual object. This is beneficial,
for example, when the physical space is limited compared with
the virtual environment but users want to handle a relatively large
virtual object with suitable haptic perception; this is a common
situation in indoor VR systems.

3.1 Assumptions on Shape Perception Model
Based on the previous studies concerning the relationship between
the mass properties and the perceived shape [Burton et al. 1990;
Kingma et al. 2004; Pagano et al. 1993; Turvey et al. 1998], we assume
that there is a mapping from the mass properties of a wielded object
to its shape perception.
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For a hand-held controller C , let the second moment (i.e., the
moment of inertia) about the handle position be I ∈ R3×3, the first
moment (i.e., the static moment [Kingma et al. 2004]) about the
handle position be M ∈ R3, and the shape that a user perceives
when grasping it be S . Based on the previous studies [Burton et al.
1990; Kingma et al. 2004; Pagano et al. 1993; Turvey et al. 1998], we
assume that the perceived shape S is determined by the moment of
inertia I and the static moment M about the handle position, That
is, we assume the existence of a shape perception function:

f : (I,M) 7→ S . (1)

In this study, we also put the following assumption about the
controllerC and its perceived shape S to make the shape perception
model tractable.

(1) A controllerC and its perceived shape S are both planar with
a constant, sufficiently small thickness.

(2) A controller C and its perceived shape S are both reflective
symmetric with respect to the y-z plane.

(3) A perceived shape S can be represented as a rectangular thin
plate made of a homogeneous material.

Under these assumptions, a perceived shape S is parametrized by
its perceived length L and a perceived widthW . Although these as-
sumptions may sound strong, it is sufficient to verify our approach,
since many hand-held tools can be seen as 2-dimensional planar
symmetric shapes.

We define the handle coordi-
nate system using the handle po-
sition and the handle axes, where
the center of the handle is the ori-
gin, the handle axis y is parallel
to the handle, and the handle axis
z is perpendicular to the planar
surface of the controller (see the
inset figure). In this work, we as-
sume that the length of the han-
dle is approximately 10 cm.

Under these assumptions, a controllerC need not be rectangular,
but its moment of inertia I always aligns with the axes (i.e., I =
diag(Ix , Iy , Iz )) and its static moment has only one non-zero entry
(i.e., M = (0,My , 0)). In addition, as the controller is thin, we have
Iz = Ix + Iy . As a result, the shape perception function can be
re-written as

f : (Ix , Iy ,My ) 7→ (L,W ). (2)

Figure 3 illustrates the shape perception model. To construct the
function f , we took a data-driven approach; we collected a set of
paired data between a controller with a mass properties (Ix , Iy ,My )
and its perceived shapes (L,W ). For data collection, we conducted
an experiment in which participants were asked to wield a set of
sample controllers {Csample

i } in a VR environment and to determine
their perceived lengths and widths {(Li ,Wi )} without seeing their
actual appearances. By leveraging function regression techniques
on these data, we constructed the function f . Details of the data
collection and the function construction are described later.

? Mapped to

Mass Properties Perceived Shape

Figure 3: Illustration of the shape perception function that
maps the mass properties to the perceived shape. Here, the
mass properties are described by three parameters: Ix , Iy (the
moment of inertia), and My (the static moment). The per-
ceived shape is parametrized using the perceived length L
and the perceived widthW .

3.2 Designing Controller using the Shape
Perception Model

Using the shape perception function f , we can predict a perceived
shape (L,W ) = f (Ix , Iy ,My ) for an arbitrary controllerC . To design
a VR controller, we solve an inverse problem for this prediction;
given a target shape perception S target = (Ltarget,W target), where
Ltarget is a target perceived length andW target is a target perceived
width, we want to find an optimal controller design C∗ whose
perceived shape f (I∗x , I

∗
y ,M

∗
y ) is as similar to (Ltarget,W target) as

possible.
Our design workflow is as follows. First, a user inputs the target

virtual model and specifies its handle, fromwhich our design system
defines the target shape perception S target = (Ltarget,W target). Next,
the user can specify the maximum and minimum size constraints of
the resulting controller. Then, our system automatically solves an
optimization problem inwhich, intuitively, the distance between the
target shape S target and the predicted perceived shape is minimized
while satisfying the constraints. The system then outputs a CAD
data for the optimal controller designC∗, which is easy to fabricate
using a laser cutter or a 3D printer. Details of these procedures are
explained later.

4 SHAPE PERCEPTION MODEL
We collected data on the perceived length and width (L, W ) of
various physical controllers with a certain mass properties (Ix , Iy ,
My ). These data are later used to regress the shape perception
model.

4.1 Collecting Perceived Shape Data
4.1.1 Sample Controllers. Sixteen sample controllers {Csample

i }

(i = 1, . . . , 16) with various mass properties {(Ixi , Iyi ,Myi )} were
prepared, as shown in Figure 4. The sample controllers were made
of a 5.5-mm thick medium-density fibreboard (MDF), and multiple
9-mm diameter lead weights are attached on them in various ways.
The handle for all controllers is a 100 mm × 30 mm rectangle
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360 mm
290 mm

Figure 4: Sample controllers used in the data aggregation ex-
periment.

wrapped in curing tape to avoid giving any tactile clue about the
controller material of the controllers to participants. The maximum
size of the controllers was limited to 360 mm in length and 290 mm
in width, and the maximum mass was set to 124 g so as to avoid
danger when swinging them in the room. The deflection when
swinging these sample controllers was negligibly small. For the
details of the mass properties of the sample controllers, see the
supplemental material.

4.1.2 VR System. In the previous studies on evaluation of per-
ceived shapes [Burton et al. 1990; Kingma et al. 2004; Pagano et al.
1993; Turvey et al. 1998], participants were blindfolded duringwield-
ing objects. Since we want to model the perceived shape which
is later used for VR applications, we aggregated data of perceived
shapes in a virtual environment. We developed a VR system for
this purpose in which participants handle a physical controller and
resize its virtual shape so that the haptically perceived shape is as
close to the virtual appearance as possible. The system consists
of an head-mounted display (HMD, the Oculus Rift DK 2), motion
capture cameras (Optitrack Flex 13), a PC, a game controller (Xbox
360 controller), and sample controllers {Csample

i }. Tracking markers
were attached to the HMD and the sample controllers, and 5 motion
capture cameras (Optitrack Flex 13) were placed around the 2 m ×
2 m working space to obtain the position and the posture of the
participant’s HMD and the sample controllers. Through the HMD,
participants can see a virtual hand and a virtual handle of the same
size and position as the actual handle position, which they can
move naturally. To evaluate the perceived shape when wielded, a
variable evaluation model Rvar was placed and displayed on the tip
of the virtual handle. This model has a variable length Lvar (30 mm
≤ Lvar ≤ 1500 mm) and a variable widthWvar (30 mm ≤Wvar ≤
1500 mm) with constant thickness 5.5 mm (Figure 5). Participants
can change the length Lvar and widthWvar of the evaluation model
Rvar using the game controller.

4.1.3 Procedure. Participants were asked to sit on a chair, wear
an HMD, hold the game controller with their non-dominant hand,

Figure 5: Evaluation model in VR (left) that the users see
on the position of the sample controller. Participants adjust
the length Lvar and the widthWvar of themodel. Themodel
is initialized with either the minimum size (center) or the
maximum size (right)

and grab the handle of the selected controller with their dominant
hand. We selected one of the sample controllers, Csample

i , and dis-
played Rvar in the virtual environment. Evaluation model Rvar has
two initial sizes. One of them is the minimum size (Lvar,Wvar) = (30
mm, 30 mm) and the other is the maximum size (Lvar,Wvar) = (1500
mm, 1500 mm). Participants began their evaluation with one of
the two. Figure 6 shows a participant and their view in the virtual
environment. We chose magenta for the color of the evaluation
model Rvar because an expansive or contractive color would affect
participant’s size perception.

Participants estimate the size ofCsample
i while wielding it in var-

ious directions, adjusting the Lvar andWvar to the size that they
perceive using the game controller. In the experiment instructions,
we requested the participants to wield a sample controller in vari-
ous direction (away from their body), to touch only the handle, and
to assume the same material for all the controllers. When the eval-
uation of the participants (Lvar,Wvar) was confirmed, we recorded
them as (Li ,Wi ), and retrieve the controller from the participants.

Evaluations were performed twice for each pair of a sample
controller and initial size (in total, 16 × 2 × 2 = 64 times) in the
random order. Each evaluation was limited to 30 seconds, and a
2-minute break was inserted in every 16 evaluations. When starting
and resuming the evaluation, participants wielded the reference
controller which has the same actual shape as the VR appearance
to control the material assumptions.

For this experiment, 10 participants were gathered, including 2
women and 2 left-handed people and ranged in age from their 20s
to 40s. There were 64 evaluations for each person, so we obtained
64 × 10 = 640 evaluation data pairs {(Ixi , Iyi ,Myi ), (Li ,Wi )}.

4.2 Regression Models and Results
Using the 640 data pairs, we performed regression analysis to con-
struct a mapping from the mass properties (Ix , Iy ,My ) to the per-
ceived length and width (L,W ). For regression model selection, we
tested linear regression (LR), quadratic regression (QR), and Gauss-
ian process regression [Rasmussen and Williams 2006] (GPR), and
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Figure 6: A participant wielding a sample controller (left)
and their view in the virtual environment (right).

Figure 7: Visualization of the perceptual shape function f :
(Ix , Iy ,My ) 7→ (L,W ) constructed by Gaussian process regres-
sion (GPR).

compared their prediction performances. Figure 7 visualizes the
regression results. Note that these results are not contradictory
to the report by Turvey [Turvey 1996], which suggests that L is
proportional to Ix , I−1y , andMy , andW is proportional to I−1x and Iy .
Table 1 lists the prediction errors of these three regression models.
We calculated the prediction errors with the leave-one-out cross-
validation strategy, where each sample controller is left out once.
Although GPR has the smallest prediction errors, there is little
difference among these three models; thus we decided to use the
function constructed with linear regression (LR) in this study for
simplicity.

5 DESIGN SYSTEM
In this section, we describe our design system for designing custom
VR controllers, in which we utilize the shape perception model
built in the previous section. Figure 8 shows an overview of the
system workflow. The input for our system consists of the target
virtual object and the target size constraint. After some automatic

Table 1: Prediction errors with different regression models:
linear (LR), quadratic (QR), and Gaussian process (GPR) re-
gressions.

LR QR GPR

Error in L [mm] 117.5 116 115.9
Error inW [mm] 99.2 98.5 97.9

computation, the system outputs a CAD data for a VR controller
that can be fabricated by the user. In the following subsections, we
define this input more specifically, and then describe the details of
the automatically generated design.

5.1 User Input
A design session begins with a user’s specification of the 3D shape
model of the target hand-held virtual object. The user must also
specify a handle part for grasping. From this information, the system
defines the target shape S target; the target shape is defined with the
maximum length Ltarget along the handle axis y from the handle
position, and the maximum widthW target along the handle axis x .
Next, the user can specify a size constraint, which is explained in
the next subsection. Finally, the user must also specify the density
of the base material ρ for fabrication and the density ρ ′(> ρ) of
additional weights, which are used in the later optimization step.

5.2 Size Constraint
The user can specify a size constraint; by controlling a rectangle
in the interface, the user can specify a rectangular design region
Ω = {(x ,y) | xmin ≤ x ≤ xmax,ymin ≤ y ≤ ymax}. This will
be used in the later computation so that the resulting controller
fits within this region. In addition, we also set a constraint that
the mesh vertices of the handle part will not be moved in the later
computation. As the handle is the only part of the controller that the
user touches, they notice large contradictions between the actual
and virtual handle shapes; thus, we preserve its shape. Note that the
curvature of the other parts’ outline also follows the original shape
while transfomed in case a user unexpectedly touch parts other
than the handle. Optionally, instead of specifying size requirements,
the user can directly specify an arbitrary shape model for the output
model.

5.3 Shape Perception Cost
We require the perceived shape of the controller to be close to target
shape S target; that is, the perceived length L and widthW should
be close to the target length Ltarget and widthW target, respectively.
We define a shape perception cost ES as the squared distance of the
perceived scale and the target scales. Since the perceived length
and width are computed through the shape perception function,
this shape perception cost is also a function of the mass properties:

ES = EL + EW , (3)
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Input OutputInitialization
(cage deformation)

Optimization
(inner carving)

Optimization
(weight placement)

Size 
constraint

Target virtual model

Handle

Deformation
Weight

CAD data of designed
VR controller

Figure 8: Systemworkflow. The user input consists of the 3D shapemodel of the target hand-held virtual object, the handle part,
and the target size constraint. The output is a CAD data of the designed VR controller for fabrication. The system computes
the following 3 steps: The first step is cage deformation, which generates an initial solution that satisfies the size constraints,
the second step is weight placement, in which the design is optimized using additional weights, and the third step is inner
carving, in which the design is further refined by placing holes.

where

EL =
fL (Ix , Iy ,My ) − L

target
2
, (4)

EW =
fW (Ix , Iy ,My ) −W

target
2
. (5)

5.4 Mass Cost
It is sometimes desirable to reduce the burden on the user and the
material cost. Thus, we incorporate a cost term that tries to reduce
the massm of the controller C to the optimization. This mass cost
is represented as

Em =m. (6)

5.5 Optimization
To obtain an optimal controller design, the system solves the fol-
lowing minimization problem:

C∗ = arg min
C
{wSES +wmEm } (7)

under the size constraint (i.e., all the vertices are in Ω), wherewS
and wm are the weights for controlling the effects of these cost
functions, for which the user can freely provide the values.

To solve the above design optimization, our system utilizes tech-
niques similar to those presented by Bächer et al. [Bächer et al.
2014], which consists of (1) cage deformation, (2) weight placement,
and (3) inner carving. Cage deformation generates an initial solu-
tion that satisfies the size constraint, weight placement minimizes
the costs with respect to the placement of additional weights, and
inner carving further refines the optimization with respect to the
placements of holes.

5.5.1 Setting an Initial Solution by Cage Deformation. To get
an initial solution that satisfies the size constraint, our system
deforms the target shape. As a deformation strategy, we use bounded
biharmonic weights [Jacobson et al. 2011]. Specifically, our system
generates a set of control points around the controller mesh, and
then moves these points into the user-specified bound Ω. In this
deformation process, the system ensures that the mesh vertices of

the handle part are not updated. This provides a deformed model
that can be used as the starting point of the later minimization
steps. Note that, when the user specifies the output controller shape
directly, this step is simply skipped.

5.5.2 Optimization by Weight Placement. To achieve the de-
sired mass properties, we use a heavier material (e.g., metal) for
additional weight. Although it is possible to fabricate arbitrary
shapes with metal and combine them [Bächer et al. 2014], this is
too difficult for most end users. Therefore, we considered attaching
pre-manufactured metal balls on the base controller.

The system first discretizes the whole shape with regular 2-
dimensional grids (see Figure 9). The size of a grid cell is 10 mm ×
10 mm. With these grid cells, the system later computes the weight
placement and the inner carving. Since these grid cells are used for
inner carving as well, we set a certain margin (∼ 5 mm) from the
outline to the grid cells so that the mesh model can be fabricated
safely even when the cells are carved. Before the computation
of weight placement and inner carving, since we want to reduce
unnecessary mass as much as possible, the grid cells are uniformly
carved with 9 mm × 9 mm rectangular holes. This is the maximum
carving size for each grid cell to maintain the rigidity.

Although this weight placement is a discrete optimization prob-
lem, we approximate it as a continuous optimization problem.
To each grid cell, we set weight density ratios αk ∈ [0, 1] (k =
1, . . . , #cells). Suppose we replace the cells with the weight material
with density ratio αk ; then, the mass of the whole controller s ′ can
be represented with the mass of the carved mesh s , the weight den-
sity ratios αk , the ratio of weight material to base material ρw , and
the mass of each cell sk : s ′ = s +

∑
k αkρwsk . Since the derivative

of the mass properties with respect to αk is analytically calculated,
we can efficiently solve the optimization problem with respect to
the weight density ratios {αk } using the L-BFGS method [Liu and
Nocedal 1989] (a gradient-based optimization algorithm) to obtain
the optimal density distribution. After obtaining the continuous
valued result, the system determines whether a metal ball should
be placed or not for each cell by simple thresholding.
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Margin from the outline (~ 5 mm)

Hollowing for weight placement
(9-mm diameter)

Hollowing for inner carving
(9 mm by 9 mm in maximum)

Figure 9: Illustration of the 2-dimensional regular grid on
the controller model used for optimization steps. The size
of each grid cell is 10 mm × 10 mm and has a certain mar-
gin from the outline mesh. During optimization, cells are
hollowed either for the weight placement or for the inner
carving. For weight placement, a cell is carved with a 9-mm-
diameter circle. For inner carving, a cell is carved with a 9
mm × 9 mm rectangle at maximum.

5.5.3 Optimization by Inner Carving. Although the weight place-
ment step already provides a good optimization solution (Equa-
tion 7), it is possible to further refine the solution and achieve a
smaller cost function value with the inner-carving step. To refine
the optimization, the system adjusts the density distribution by
modifying the controller’s inner structure. While there are sophis-
ticated methods for modifying inner structures (e.g., [Bächer et al.
2014; Schumacher et al. 2015]), here we adopt a simple method;
the whole shape is divided using a 2-dimensional regular grid as
used in the previous subsection and each grid cell is carved in ac-
cordance with its carving ratio. To each grid cell, we set carving
ratios βk ∈ [0, 1] (k = 1, . . . , #cells). The carving ratio indicates
how much the system carves the grid cell when the controller is
fabricated. A carving ratio of 1 means that the corresponding grid
cell is completely empty, and 0means it is not carved at all. Thereby
the mass s ′ of the whole mesh can be denoted by the mass of the
outline mesh s , the carving ratios βk , and the mass of each cell sk :
s ′ = s−

∑
k βksk . The derivative of the mass properties with respect

to {βk } can be analytically calculated, so we solve the optimization
with respect to the carving ratios {βk } using the L-BFGS method
[Liu and Nocedal 1989] again. After obtaining the optimal carving
ratios, the system carves each cell by a square such that the mass
of the carved cell is proportional to the obtained carving ratio (see
Figure 9, Bottom left). We set an upper bound of the carving ratio
for the optimization to be 0.81 so that the the maximum hole size
for each grid cell is a 9 mm × 9 mm square.

Table 2: The length and width of the test visual shapes Stesti .

S test1 S test2 S test3 S test4 S test5

Length [mm] 640 480 480 320 320
Width [mm] 180 380 180 380 180

6 RESULTS
We designed several hand-held VR controllers using our system
and conducted a user study to validate that the designed controllers
present the target shape perception.

6.1 Designed Controllers
Figure 10 shows VR controllers designed with our system. All our
models were fabricated using a laser cutter with an MDF and 9-mm-
diameter lead weights are placed on them. Our system can produce
a controller that have a large perceived length and a small perceived
width. On the Sword model, weights placement is concentrated on
the tip (Figure 10, Left). Our system can also produce a controller
that have a large perceived width. On the Tennis model, weights
placement is widely distributed to represent the wide shape of the
original model (Figure 10, Center). Our system can allows user to
arbitrarily specify the handle position. On the Guitar model, the
handle is specified on the neck and the body is transformed while
the head is preserved (Figure 10, Right). The length of each designed
controller is almost half size in comparison with its original length
(Sword: 57.65%, Tennis racket: 51.61%, Guitar: 55.0%).

6.2 User Study
We conducted a user study to evaluate how successfully the con-
trollers designed with our system can present the intended shape
perception to the users in a VR environment.

6.2.1 Test Controllers. We prepared five VR controllers (test
controllers Ctest

i (i = 1, . . . , 5)) designed for different visual shapes
(test visual shapes S testi (i = 1, . . . , 5)) using our system. Figure 11
shows the test controllers and the test visual shapes, and Table 2
shows the details of the test visual shapes. The test controllers
were fabricated using laser-cut 5.5-mm-thick MDF frames and 9-
mm-diameter lead weights. The outer shapes were the same for
all the controllers, with a handle of 80 mm × 30 mm and frame
outline of 260 mm × 200 mm. A curing tape was wrapped around
the handle so that the participants could not guess its material
from the surface texture. Because the prediction errors of the shape
perception function are about 11 cm in length and about 10 cm in
width (Table 1), the designed perceived shapes differed at least by
10 cm in either the width or the length.

6.2.2 VR System Setup. The system used for the experiment is
almost the same as that used in the data aggregation experiment. In
addition, we placed a table containing several controllers, in front
of the chair on which participants sit, which was also displayed in
the virtual environment as well.

6.2.3 Procedure. Each of the participant sat on a chair and wore
an HMD. Tracking markers were attached to all the test controllers,

8
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Figure 10: VR controllers designed with our system: Sword (Left), Tennis racket (Center), and Guitar (Right). For each pair, the
target virtual object is shown in the left, and the designed controller is shown in the right.

1 32

4 5
340 mm

200 mm

640 mm

380 mm

Figure 11: Test controllers designed for the user study (left)
and test visual shapes seen in the virtual environment (right,
with reduced scale compared to the controller). The rednum-
bers on the controller show the index i for Ctest

i and the
numbers next to the visual shape show the index i for Stesti .
The pair of a controller and its assumed perceived shape are
placed in the corresponding positions. 9-mm diameter lead
weights are placed on the test controllers. The white Velcro
is used to attach tracking markers.

which were arranged in a random order on the table so that the
participants were unaware of their placement. We selected one of
the perceived shapes and superimposed its appearance on all the
controllers. The participant picked up the controllers with their
dominant hand in any order, compared his perception with that
of the current visual shape, and selected the one that matched
best. Before the test starts, participants are instructed to move the
controllers in various directions for the comparison. This evaluation
was carried out four times for each visual shape (twenty times in
total) in a random order. Participants consist of 5 right handed male
people in their 20’s.

6.2.4 Result and Discussion. Table 3 shows the percentage of
the test controllers Ctest

i answered for the test visual shapes S testi .
Each row shows the rate at which each test controller was selected
when the test visual shape was displayed. For each test visual shape,
the corresponding test controller was selected the most frequently
among all the controllers. It suggests that the controllers designed

Table 3: Each row shows ratios of the test controllers Ctest
i

answered for a test visual shape Stesti . The cells with bold
characters shows a pair where the perceived shape of the
test controller matches the test visual shape.

Ctest
1 Ctest

2 Ctest
3 Ctest

4 Ctest
5

S test1 40% 30% 30% 0% 0%
S test2 20% 65% 0% 15% 0%
S test3 5% 10% 70% 15% 0%
S test4 0% 30% 5% 65% 0%
S test5 0% 5% 35% 5% 55%

with our system successfully presented the intended shape percep-
tion to the users.

Most of the misjudgments were made to the controllers that have
the same length or width as the intended one or to the controllers
that have similar scales (e.g., Ctest

1 , Ctest
2 and Ctest

3 for S test1 , Ctest
2

and Ctest
4 for S test4 , and Ctest

3 and Ctest
5 for S test5 ). For the test virtual

shape S test1 , both Ctest
2 and Ctest

3 were selected many times while
Ctest
1 remains only 40 %. Note thatCtest

1 has a a little weak structure
due to the inner carving and it could slightly bendwhen participants
swing it strongly, which might have affected the shape perception.

7 LIMITATIONS AND FUTUREWORK
We proceeded with experiments with a simplified shape perception
model as the first step in exploring our concept. To extend this
work and handle more complex shape perception, certain technical
challenges should be addressed.

Simplification to Symmetric Planar Objects. In this work, we
specifically focused on the perception of symmetric planar objects.
Of course, there are objects that does not fit in this scope. As our
principal concept described in Equation 1 is general and not spe-
cific to symmetric planar objects, we believe that more complex
shapes could be handled by extending the parametrization of our
perception model. For example, perception of non-symmetric ob-
jects could be parametrized by the distance of the center of mass
(CoM) from the handle axis in addition to the width and length.
Similarly, full 3D objects would be modeled within our concept
by considering additional dimensions such as thickness and the

9
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position of CoM. Shape perception models for these cases could be
computed from additional data sets aggregated in a similar way as
our experiment. However, adequate parametrizations and effective
sampling strategies for larger dimensions (e.g., active learning) are
non-trivial, which we would leave as future work.

Air Resistance and Deflection. We assumed that shape perception
is solely correlated with objects’ mass properties of objects and
ignored the influence of air resistance or deflection. Such effects
were negligible for small or mesh-structured objects. However, in
some cases, air resistance and deflection could greatly influence the
impression of the perceived shape. For example, it is easy to imagine
that the feeling of wielding a paper fan is affected by air resistance
and deflection. To represent the impression of wielding such objects,
we must incorporate such effects into the shape perception model.

Dynamic Shape Perception. Our design tool focuses on a static
hand-held controller with a single haptic shape perception; the
controller never changes its shape. However, our perceptual model
can be applied to dynamic perceptual shape modification. For ex-
ample, it is possible to dynamically change the mass parameters
and shape perception accordingly, by moving the controller’s inner
weights. By employing such mechanisms on a controller, we can
render different shape perceptions without changing the controller.

8 CONCLUSION
We presented a novel computational design method for hand-held
VR controllers that uses a haptic shape illusion. Inspired by the stud-
ies in ecological psychology, we modeled a mapping from the mass
properties of the controller to its perceived shape by a data-driven
approach. We prepared controllers with a variety of shapes and
mass properties and conducted an experiment in which participants
reported the perceived shape of each controller. We constructed
a shape perception model using regression techniques on the ag-
gregated data and implemented a design system that can compu-
tationally design hand-held VR controllers that could reproduce
desired shape perceptions. We conducted a user study with the
designed controllers and showed that many participants illusorily
perceived the intended shapes irrespective of the controller’s actual
appearance.
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